
www.manaraa.com

Strategic Management Journal
Strat. Mgmt. J., 26: 47–74 (2005)

Published online 28 October 2004 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/smj.431

REVISITING THE MILES AND SNOW STRATEGIC
FRAMEWORK: UNCOVERING INTERRELATIONSHIPS
BETWEEN STRATEGIC TYPES, CAPABILITIES,
ENVIRONMENTAL UNCERTAINTY, AND FIRM
PERFORMANCE

WAYNE S. DESARBO,1* C. ANTHONY DI BENEDETTO,2 MICHAEL SONG3

and INDRAJIT SINHA2

1 Smeal College of Business Administration, Pennsylvania State University, University
Park, Pennsylvania, U.S.A.
2 Fox School of Business Administration, Temple University, Philadelphia, Pennsyl-
vania, U.S.A.
3 School of Business, University of Washington, Seattle, Washington, U.S.A.

The Miles and Snow strategic type framework is re-examined with respect to interrelationships
with several theoretically relevant batteries of variables, including SBU strategic capabilities,
environmental uncertainty, and performance. A newly developed constrained, multi-objective,
classification methodology is modified to empirically derive an alternative quantitative typology
using survey data obtained from 709 firms in three countries (China, Japan, United States).
We compare the Miles and Snow typology to the classification empirically derived utilizing
this combinatorial optimization clustering procedure. With respect to both variable battery
associations and objective statistical criteria, we show that the empirically derived solution
clearly dominates the traditional P-A-D-R typology of Miles and Snow. Implications and
directions for future research are provided. Copyright  2004 John Wiley & Sons, Ltd.

INTRODUCTION

For nearly a quarter century, the Miles and Snow
(1978) strategic choice typology has been widely
embraced and been a subject of considerable
research attention in both the management and
marketing strategy literatures (see, for example,
Conant, Mokwa, and Varadarajan, 1990; Ham-
brick, 1983; McDaniel and Kolari, 1987; McKee,
Varadarajan, and Pride, 1989; Ruekert and Walker,
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1987; Shortell and Zajac, 1990). Authors attribute
the typology’s longevity and excellence to its
innate parsimony, industry-independent nature, and
to its correspondence with the actual strategic pos-
tures of firms across multiple industries and coun-
tries (Hambrick, 2003). Miles and Snow (1978)
originally envisaged strategy as an agglomera-
tion of decisions by which a strategic business
unit (SBU) aligns its managerial processes (includ-
ing its capabilities) with its environment. Accord-
ingly, businesses were conceptually classified on
the basis of their patterns of decisions into the now
familiar Prospector–Analyzer–Defender–Reactor
(P-A-D-R) framework. Prospectors are technolog-
ically innovative and seek out new markets; Ana-
lyzers tend to prefer a ‘second-but-better’ strategy;
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Defenders are engineering-oriented and focus on
maintaining a secure niche in relatively stable mar-
ket segments; and Reactors lack a stable strategy
and are highly responsive to short-term environ-
mental exigencies.

The Miles and Snow framework continues to
be the most enduring strategy classification system
available (Hambrick, 2003). Despite the entrenched
nature of the Miles and Snow (1978) framework,
a number of researchers have commented on the
need for further empirical validation and test-
ing of its underlying assumptions (Conant et al.,
1990; Zajac and Shortell, 1989; Shortell and Zajac,
1990). Such authors have noted the fact that the
original Miles and Snow research was limited
in the number of industries and the range of
capabilities studied. They did not systematically
study all the possible linkages between capabilities
and strategic type, nor did they attempt to prove
the validity of their typology across other indus-
try types. Similarly, for the most part, they did
not determine empirically whether, for example,
Prospectors might outperform Defenders under
some circumstances (one exception was Zajac and
Shortell, 1989, who found that Prospectors outper-
formed Defenders in the volatile healthcare indus-
try).

Hambrick (1983) noted that the parsimonious
Miles and Snow model offers an incomplete view
of strategy. Its generic character ignores industry
and environmental peculiarities. In fact, Miles and
Snow (1978) stressed that the various strategic
types would perform equally well in any industry,
provided that the strategy was well implemented.
This latter stance is inconsistent with the more
typical view that an environment favors certain
types of strategies. As Hambrick (1983) noted,
little consideration of the environment–strategy
link has been given in Miles and Snow, and no
systematic evidence has been provided on how
strategic types differ in their functional attributes
(Miles and Snow, 1978: 7).

Hambrick (1983) attempted to relate differences
in strategy to differences in performance condi-
tioning on environmental and functional attributes.
Many of his findings conflict with those pre-
dicted from Miles and Snow (1978), and suggest
that deeper empirical research into the relation-
ships between capabilities, strategic type, and per-
formance across a wider range of industries is
warranted. Yet, despite the inferred role of envi-
ronmental factors (Hambrick, 1983; Zajac and

Shortell, 1989), environmental effects remained
empirically uninvestigated. Additionally, capabil-
ities other than marketing-related ones were not
explored in the Conant et al. (1990) study. An
optimal approach should be one that explicitly
accounts for both capabilities and environmental
attributes. In fact, Conant et al. (1990) called for
future research to examine the synthesis and inte-
gration across multiple sets of items. Finally, Ham-
brick (1984) also criticized such general classifi-
cation schemes in not being quantitatively based.
‘Typologies represent a theorist’s attempt to make
sense out of non-quantified observations. They
may have the advantage of being ‘poetic’ . . ., that
is ring true, often sounding very plausible. How-
ever, since they are the product of rather personal
insight, they may not accurately reflect reality. Or,
more likely, they may serve well for descriptive
purposes but have limited explanatory or predic-
tive power’ (Hambrick, 1984: 28).

The research objective of this manuscript is
to introduce a new quantitative methodology to
derive strategic typologies empirically in an at-
tempt to resolve some of these criticisms lev-
eled against the Miles and Snow typology over
the years. In particular, we address the criticisms
of Hambrick (1983, 1984) discussed above by
explicitly including environmental attributes and
SBU strategic capabilities in empirically deriving
strategic type via an objective quantitative method-
ology, as well as exploring performance differ-
ences across strategic types. Our procedure per-
mits a more comprehensive modeling and group-
ing of SBUs, and provides the flexibility of test-
ing alternative taxonomies in a comparative man-
ner. Our goal is not to uncover generic strate-
gic types that could be necessarily generalized
across all time periods, industries, data samples,
etc., as we believe this would be impossible to do.
Rather, we propose a quantitative methodology to
be utilized across any scenario in order to derive
strategic types for a given empirical application
(e.g., for a given time period, industry). We report
an extensive empirical research study conducted
with 709 SBUs in three different countries (China,
Japan, United States). We find that the particular
four mixed-type solution derived by our proposed
methodology for this particular application empir-
ically dominates the Miles and Snow classifica-
tion in terms of objective statistical criteria and
provides much better explanatory power in terms
of relationships with related batteries of variables
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such as strategic capabilities, environmental uncer-
tainties, and performance. While some similarity to
the Miles and Snow typology is witnessed, we do,
however, uncover significant differences in terms
of strategic capabilities, environmental uncertain-
ties, and performance compared to the Miles and
Snow typology as applied to this sample. Since we
do not impose any a priori single or fixed classifi-
cation scheme to the data, our quantitative frame-
work that we tailor to this particular classification
problem allows for the optimally derived typol-
ogy to be objectively compared in terms of overall
fit with any alternative typology (e.g., Miles and
Snow) that may be imposed from our dataset.

THEORETICAL BACKGROUND

The Miles and Snow typology

Based on their field studies conducted in four
industries (textbook publishing, electronics, food
processing, and health care), Miles and Snow
(1978) proposed a strategic typology classifying
business units into four distinct groups: Prospec-
tors, Analyzers, Defenders, and Reactors. Prospec-
tors lead change in their industries, principally by
launching new products and identifying new mar-
ketplace opportunities. Defenders find and seek
to maintain a secure niche in a stable product
area. Rather than concentrating on new product
or market development, Defenders stay within
a limited range of products, focusing more on
resource efficiency and process improvements that
cut manufacturing costs. Analyzers share traits of
both Prospectors and Defenders. While defending
positions in some industries, they may selectively
move quickly to follow promising new product
or market developments. Although they may initi-
ate product or market development, Analyzers are
more likely to follow a second-but-better strategy.
A business pursuing an Analyzer strategy com-
petes sometimes as a Defender, and other times as
a Prospector, since it requires substantial resources
to be able to do both simultaneously. These three
strategic types (Prospectors, Defenders, and Ana-
lyzers) are consistent in their strategic selection,
and will perform well so long as their implemen-
tation is effective. They tend to outperform Reac-
tor businesses who lack a consistent strategy, and
respond, usually inappropriately, to environmen-
tal pressures as they arise. For a more extensive

discussion of the strategic types, see Hambrick
(1983), Conant et al. (1990), and Walker et al.
(2003).

The Miles and Snow (1978) typology has been
extensively applied in the strategy literature, and
has generally been supported (Snow and Ham-
brick, 1980; Hambrick, 1983, 1984; McDaniel
and Kolari, 1987; McKee et al., 1989; Shortell
and Zajac, 1990; Webster, 1992). Conant et al.
(1990) developed an 11-item scale to classify firms
into strategic types; this scale has been success-
fully applied elsewhere (e.g., Dyer and Song, 1997;
DeSarbo et al., 2004).

The role of firm strategic capabilities

Strategic capabilities have been defined as ‘com-
plex bundles of skills and accumulated knowledge
that enable firms [or SBUs] to coordinate activ-
ities and make use of their assets’ (Day, 1990:
38) to create economic value and sustain competi-
tive advantage. Many kinds of strategic capabilities
that are common to businesses can be identified.
Technological, product development, production
process, manufacturing, and logistics capabilities
allow a firm to keep costs down and/or differen-
tiate its offerings. Increased production efficiency
reduces costs, improves consistency in delivery,
and ultimately increases competitiveness (Day,
1994). Market sensing, channel and customer link-
ing, and technology-monitoring capabilities allow
a business to respond swiftly to changing customer
needs and to exploit its technological strengths
most effectively (Day, 1994). Marketing capabili-
ties, such as skills in segmentation, targeting, pric-
ing, and advertising, permit the business to take
advantage of its market sensing and technological
capabilities and to implement effective marketing
programs. Capabilities in information technology
(IT) help the firm diffuse market information effec-
tively across all relevant functional areas that it can
exploit to direct the new product development pro-
cess. Finally, management-related capabilities sup-
port all of the above and include human resource
management, financial management, profit and
revenue forecasting, among others.

Miles and Snow (1978) had reported the
existence of relationships across strategic types
and such firm strategic capabilities. Prospectors,
for example, tend to compete by anticipating
new product or marketplace opportunities and
through technological innovation. These firms
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thrive in unstable, volatile environments—those
marked by rapid technological change such as in
the biotechnology, medical care, and aerospace
industries (Walker et al., 2003). Prospectors use
a first-to-market strategy and typically succeed by
being able to develop new technologies, products,
and markets rapidly (McDaniel and Kolari, 1987;
Conant et al., 1990). Walker et al. (2003) note
that Prospectors require strength in product R&D
and product engineering, and perform best when
the amount spent on product R&D is high. They
also rely on solid market research and build close
ties with distribution channels to ensure that the
R&D produces products that meet customer needs
(Hambrick, 1983; McDaniel and Kolari, 1987;
Shortell and Zajac, 1990). Also, IT capabilities
facilitate internal communication and functional
integration that are critical to new product
success (Swanson, 1994; Moenaert and Souder,
1996; Griffin and Hauser, 1996; Bharadwaj,
Bharadwaj, and Konsynski, 1999). Miles and
Snow (1978) have noted that Prospectors need
to have the most complex coordination and
communication mechanisms, as they are most
reliant on new product development to sustain
competitiveness (Robinson, Fornell, and Sullivan,
1992).

In contrast, Defenders attempt to locate and
maintain a secure niche in a relatively stable prod-
uct or service area. They do not look outside their
established product-market domain to identify new
opportunities (McDaniel and Kolari, 1987; Shor-
tell and Zajac, 1990). They tend to offer a more
limited range of products or services than their
competitors, and try to protect their domains by
offering higher quality, superior service, and lower
prices (Hambrick, 1983). Clearly, to be effective
in achieving these objectives, Defenders need to
possess a high level of marketing and market link-
ing capabilities (Conant et al., 1990; Walker et al.,
2003), and have to concentrate on resource effi-
ciency, cost-cutting, and process improvements.

According to Miles and Snow (1978), successful
prospecting will have the effect of strengthening
technology and R&D capabilities. In other words,
‘Prospectors tend to want to continue prospect-
ing’ (Hambrick, 1983), since this is what they
do best. Similarly, Defenders will likely keep on
defending, while Analyzers will build upon both
prospecting and defending capabilities. Reactors
do not capitalize on the set of capabilities they

already have built up, but rather they shift strate-
gic orientation in reaction to competitive pressures,
thus they will usually be at a disadvantage to those
firms that are competing from an established posi-
tion of strength.

The role of environmental uncertainty

The strategy literature generally posits that strategy
selection is conditional on how closely a business
is aligned with its environment (e.g., Hofer and
Schendel, 1978; Porter, 1980). For example, in
conditions of high uncertainty in technology, cus-
tomer, or competitive environments, the firm must
be able to accommodate to environmental change
(Miller and Friesen, 1978, 1983; Utterback, 1979).
Environmental uncertainty may require a firm to be
able to respond more rapidly to unforeseen change
in order to survive (Lawrence and Lorsch, 1967;
Covin and Slevin, 1989).

Researchers commenting on the Miles and Snow
typology have noted that different environmental
circumstances may be conducive to certain strate-
gic types (e.g., Hambrick, 1983). Factors of envi-
ronmental uncertainty that are likely to be per-
ceived important by managers include such issues
as the degree of predictability of financial and
capital markets, government regulation and inter-
vention, actions of competitors, actions of sup-
pliers, and general conditions facing the organi-
zation (Hrebiniak and Snow, 1980). According to
Walker et al. (2003), the following environmental
characteristics tend to favor Prospector strategies:
(1) the industry is in the early stage of the prod-
uct life cycle (PLC); (2) market segments are still
unidentified or undeveloped; (3) industry technol-
ogy is newly emerging; (4) there are few estab-
lished competitors; (5) industry structure is still in
the process of evolving; and (6) industry concen-
tration is high, e.g., one firm holds most of the
market share. The reverse conditions tend to favor
Defender strategies, whereas Analyzer strategies
are favored in the ‘middle ground.’ As an exam-
ple, if a large number of competitors exist, but
industry structure is still evolving and a shakeout
is inevitable, an Analyzer strategy may be more
appropriate.

Comparatively few research studies have
attempted empirically to support the proposed rela-
tionships between environment, strategic capabil-
ity, and Miles and Snow strategic types as outlined
by Walker et al. (2003). Hambrick (1983) has
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examined the effects on strategic choice of two
environmental variables, product life cycle stage,
and industry innovation, using the PIMS database.
Zajac and Shortell (1989) find that Prospectors
and Analyzer hospitals outperform Defender hos-
pitals in the rapidly changing health care environ-
ment. There is a need for a greater consideration
of the effects of the environment and capabilities
on strategic choice.

Strategic capabilities and environmental
uncertainty as antecedents to strategic choice

It is clear from the above discussion that relation-
ships exist across business capabilities, the envi-
ronment, and strategic type. Yet, the precise nature
of the relationships among the antecedent vari-
ables and strategic type remains unclear and in
need of further empirical investigation. The four
Miles and Snow types, originally developed for a
small number of industries, may not sufficiently
well describe the strategic types that exist in other
industry settings. For example, a disparate set of
antecedent circumstances may lead a business to
adopt a Prospector strategy. It may be in a rapidly
changing market, and rely on leadership in new
product development to stay ahead of the compe-
tition. Or, it may be in a relatively stable market,
but seek to exploit a new emerging technology
to serve customer needs in novel ways. Similarly,
several different paths may lead to the adoption of
a Defender strategy. A market share leader in a
predictable market may choose to defend its posi-
tion, as may a business seeking to reduce risk
exposure in an extremely unpredictable market.
In sum, a business will select a particular strate-
gic type based on its particular internal strengths
(capabilities) and external (environment) circum-
stances, and the strategic types that are actually
employed may not, in fact, be cleanly interpretable
as the four Miles and Snow (1978) categories. This
suggests the implementation of a contingency-
based approach that can empirically derive such
situation-specific strategic types.

Performance and strategic types

As stated earlier, Miles and Snow (1978) suggested
that the three ‘archetypal’ strategic types (Prospec-
tors, Analyzers, and Defenders) should all per-
form well, and should also all outperform Reactors

due to the latter’s lack of a stable strategy. Ham-
brick (1983) points out that the original Miles and
Snow model does not seek to predict which of the
archetypal strategic types would be highest in per-
formance, or under what circumstances; in fact,
‘performance’ had not been clearly defined. He
notes that his comment is not to be taken as a crit-
icism of the Miles and Snow model, as their intent
was to develop a typology of corporate strategy,
not to explore the performance consequences. Nev-
ertheless, it is clear that more research was needed
on the topic of strategic type and performance.
Subsequent empirical tests of the Miles and Snow
framework (e.g., Conant et al., 1990; Dyer and
Song, 1997) have generally supported the expecta-
tion that the three archetypal strategic types would
outperform Reactors. More research is still war-
ranted, particularly with regard to whether industry
classification, environmental factors, or other vari-
ables might affect the performance achieved by
different strategic types.

Next, we proceed with describing the methodol-
ogy to be utilized for an empirical contingency-
based approach for deriving strategic types. As
indicated before, we do not begin the analysis
with any a priori expectations about the number
of strategic types, nor concerning their nature and
composition, nor in how they differ. We allow the
selection of the optimal typology to be objectively
and empirically determined by the structure in the
data and the statistical fit of the models. Analyz-
ing the characteristics of the identified strategic
types in the empirically derived ‘best’ solution per-
mits us to explore the interrelationships discussed
above. Hence, the result of our analysis is a strate-
gic typology that yields significantly richer insights
about the actual strategic postures adopted by firms
across industries and that speaks to the associa-
tions between strategic capabilities, environmental
attributes, strategic choice, and resulting perfor-
mance.

METHODOLOGY

The constrained multi-objective classification
approach

The procedure we employ here is a gen-
eral, but flexible, modeling framework for
constrained, multi-objective classification (called
NORMCLUS) that is well suited for grouping
entities such as firms or customers. DeSarbo
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and Grisaffe (1998) have formulated the original
NORMCLUS procedure which we modify here
offering greater flexibility in accommodating mul-
tiple data batteries collected on the same firms,
and in permitting a variety of constraints such as
allowing for different types of clusters, controlling
the minimum size (e.g., number of firms) of the
resulting clusters, etc. The overall benefits of this
constrained, multi-objective, clustering methodol-
ogy over traditional classification schemes lie in
its ability to satisfy a number of key empirically
grounded and managerially relevant criteria (see
DeSarbo and Grisaffe, 1998, for a more complete
discussion). What makes NORMCLUS particu-
larly useful to the problem of strategic choice here
is its ability to appropriately accommodate mul-
tiple batteries of variables (here, strategic types,
firm capabilities, environmental uncertainty, and
firm performance) in a multi-objective function
setting. In addition, NORMCLUS provides a sta-
tistical framework in which competing solutions
can be formally compared in terms of comparative
goodness-of-fit statistics (pseudo F -tests) explic-
itly taking into consideration the number of esti-
mated parameters and model degrees of freedom.
This aspect is of particular interest in the strate-
gic choice application to follow in deriving an
optimal solution in terms of the ‘best’ number of
strategic types. Also, the four strategic type solu-
tion of Miles and Snow (1978) provides a natural
‘straw man’ or ‘benchmark’ against which to com-
pare alternative empirically derived solutions on
statistical fit grounds (we will also examine tradi-
tional cluster analysis as an alternative comparison
standard). Finally, NORMCLUS has the ability to
accommodate user-specified constraints to control
various aspects of the resulting cluster solution
(e.g., minimum cluster size).

The NORMCLUS methodology

NORMCLUS utilizes recent developments in com-
binatorial optimization in finding partitions of
firms to optimize a user-specified objective func-
tion subject to user-specified constraints. Suppose
there are m = 1, . . ., M objective functions that
are comparably scaled as to range and distribution,
and that a particular clustering/classification prob-
lem implies their joint optimization (minimization
or maximization). In the utility function method
of multi-criteria optimization, a utility function

Um(fm) is defined for each objective, fm, depend-
ing on the importance of fm compared to the other
objective functions. Then, one can define a total
utility function U as:

U =
M∑

m=1

Um(fm) (1)

A solution vector θ∗ is then found by optimizing
U subject to user-specified constraints:

hj (θ) = 0 j = 1, . . . , J (2)

gs(θ) ≤ 0 s = 1, . . . , S (3)

A specific form for Equation 1 above can be given
by:

U =
M∑

m−1

Um =
M∑

m−1

αmfm(θ), (4)

where αm is a scalar weighting or importance fac-
tor associated with the mth objective function,
fm(θ), with

∑
m αm = 1, and hj (θ) and gs(θ) are

linear or non-linear equality and inequality con-
straints respectively. In the absence of theory, αm

are typically set equal to 1/M . Rao (1996) calls this
the ‘weighting function method’ for solving multi-
criteria optimization problems that typically gener-
ate Pareto optimal solutions. Rao (1996) describes
a number of alternative multi-criteria optimization
frameworks such as the inverted utility method,
the global criterion method, the bounded objec-
tive function method, and lexicographic method,
which can all be accommodated in NORMCLUS.
Appendix 1 summarizes the various types of con-
straints that can be implemented or tailored to any
particular taxonomy problem.

Estimation algorithms for strategic types
analysis

A variety of optimization procedures are avail-
able in NORMCLUS for parameter estimation
including ordinary least-squares, constrained least-
squares, and a host of combinatorial optimiza-
tion procedures employing genetic algorithms (cf.
Rao, 1996, for a survey), simulated annealing
(cf. DeSarbo, Oliver, and Rangaswamy, 1989),
lambda-opt procedures (cf. Lin and Kernighan,
1973), as well as a variety of heuristics such as
greedy algorithms and taboo search. The particular
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selection of which combinatorial optimization pro-
cedure to use depends very much on the structure
of the classification problem at hand.

The primary objective for this strategic type
classification problem is to derive strategic type
clusters that satisfy many of the criteria dis-
cussed above. More specifically, we want clus-
ters of firms whose strategic choices are different,
whose environmental characteristics are different,
whose strategic capabilities are distinct, with dif-
ferent performance levels, whose sizes are substan-
tial, and whose results can be easily projected to
the entire customer base. Given these objectives,
and the multidimensional nature of the problem,
a multi-criteria objective function is defined as
earlier described in the weighted utility function
method. Let X denote Conant’s strategic type bat-
tery of variables, Y the environmental uncertainty
battery of variables, P for the performance vari-
able battery, and Z the firm strategic capabilities
battery of variables. For this particular application,
we define four separate parts of the combined util-
ity function that is to be maximized:

f1 = |M1/T1| (5)

f2 = |M2/T2| (6)

f3 = |M3/T3| (7)

f4 = |M4/T4| (8)

where Mj = the between cluster sum-of-squares
and cross-products for battery j ; Tj = the total
sum-of-squares and cross-products for battery j ;
and | | = the determinant operator.

Thus, fi are eta square measures which mea-
sure separation in the component battery cluster
variables. Note that all fi range between 0 and 1,
as does the combined function U in Equation 1.
Here, we set α = 0.25 to weigh each compo-
nent of U (strategic choice, environment, strate-
gic type, performance, and strategic capabilities)
equally given the nature of this specific application
and the lack of any strong a priori theory. Thus,
we are looking to summarize the associations and
interrelationships (not causal) between these four
distinct batteries of variables and simultaneously
derive a strategic type classification that optimizes
these interrelationships. That is, what taxonomy
can be estimated that maximizes the separation
or differences between each of the variable items
within each battery (i.e., quantitatively optimize
Equation 4 above)?

In addition, we imposed a number of other con-
straints on the final solutions. First, a mutually
exclusive partitioning of the sample into sepa-
rate, non-overlapping clusters was desired given
the Miles and Snow (1978) tradition. Second, no
single cluster was specified to contain less than
5 percent of the sample to avoid outlier small clus-
ters. Appendix 2 describes the modified lambda-
opt constrained combinatorial optimization algo-
rithm especially formulated for this particular
application.

RESEARCH DESIGN

Instrument development

Our constructs are defined based on competitive
capability theory (Day, 1994; Conant et al., 1990).
Our review of the marketing and management lit-
erature, however, found no existing scales for most
of the SBU capabilities being studied. We therefore
carried out a multi-step instrument development
procedure to be certain of the validity and relia-
bility of the operationalized constructs (Churchill,
1979).

Step 1: Measurement items for each capability
type

We identified relevant measurement scales from
the marketing and management literatures, and
grouped them into the five capability types to
form the initial pool of items. In cases where we
felt all the dimensions of the construct had not
been adequately covered, we created new addi-
tional items. We refined the scales through focus
interviews with managers in two SBUs, asking
them to assess the completeness of the scales.
The results of the interviews suggested that the
scales were relevant and complete. The respon-
dents were also asked to rate their own SBU rela-
tive to major competitors on each scale item using
11-point Likert-type scales (0 = much worse than
competitors, 10 = much better than competitors);
they had no difficulty completing this task.

Step 2: Scale development

Seven judges (two professors and five doctoral
students with background in measurement devel-
opment) were asked to sort a list of scale items into
the strategic capability scales, following Davis’s
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(1986) procedure. Working independently, each
judge sorted the scale items into the strategic capa-
bility types. Following Davis (1986, 1989), con-
struct convergence and divergence were examined
by assessing inter-rater reliability. The percent-
age of correct placement of items was calculated
as the proportion of items placed by the seven
judges within the intended theoretical construct.
The minimum percentage obtained was 84 percent.
The items that were frequently incorrectly placed
were eliminated from the pool. As a second test
of inter-rater reliability, Cohen’s kappa (Cohen,
1960), measuring level of agreement in categoriza-
tion, was calculated for each pair of judges. Kappa
ranged from 0.97 to 0.82, exceeding the minimum
acceptable level of 0.65 (Jarvenpaa, 1989). We
concluded that the items demonstrated convergent
validity within the related capability and discrimi-
nant validity across the capabilities (Davis, 1986,
1989).

Step 3: Instrument pre-testing

To further assess scale validity and reliability, the
remaining items were combined into a single ques-
tionnaire, which was pre-tested with 32 managers
in the two SBUs. The pre-test resulted in the dele-
tion of two more scale items. A second pretest, this
time with 41 EMBA students taking a new prod-
uct development class, was then conducted. The
results were factor analyzed and scale reliabilities
were assessed. Two additional items were deleted,
resulting in the final set of capability scale items.

Step 4: Cross-cultural validation of the research
instrument

Here, we explicitly sought to avoid an American
bias to the problem. Following Song and Parry
(1996), the above three steps served only as a start-
ing point for our scale development, recognizing
that conducting international research requires an
‘inside-out’ approach in order to develop valid and
reliable measures of appropriate constructs. The
research was designed with the intent of estab-
lishing equivalent measures for the study of the
Japanese and Chinese firms as appropriate and
developing new measures and/or constructs as nec-
essary.

To make sure the translation was accurate and
that the question meanings were not altered, we
used a double-translation method to translate the

questionnaire into Japanese and Chinese (Song
and Parry, 1996). A comparison of the resulting
questionnaires revealed considerable consistency
across translators. The questionnaires were first
translated into the foreign language by a translator
and then translated back into English by a different
translator to ensure translation equivalence.

After the translation procedure, we conducted
field research in six Japanese firms and two Chi-
nese firms in which we examined SBU capabili-
ties and innovation strategies. The purposes of the
additional field research were: (1) to establish the
content validity of the concepts and the hypoth-
esized relationships among the constructs; (2) to
establish equivalence of the constructs, concepts,
measures, and samples; and (3) to assess the pos-
sibility of cultural bias and response format bias
(Song and Parry, 1996). The field research stud-
ies were conducted over a 9-month period with
multiple visits to the companies.

The field research studies were important for
several reasons. First, they facilitated an assess-
ment of construct equivalence (i.e., conceptual,
functional, and category equivalence). Second,
they indicated that (with minor modifications) the
measurement scales were appropriate for study-
ing strategic capability and strategic types in
Japanese and Chinese context. Third, the results
from these field research studies suggested that
it is more appropriate to ask the respondents to
rate their SBU on each of the strategic capability
scale items relative to their major competitors (see
Appendix 3 for exact wording). Fourth, 11-point
Likert-type scales (from 0 to 10) were chosen for
the four strategic capability scales. Song and Parry
(1997a, 1997b) also suggest that this format is bet-
ter understood across multiple nations than are the
1–7 or 1–6 scales more commonly seen in North
American research, because of their structural sim-
ilarities to the metric system. Thus, we used an
11-point scale to elicit levels of agreement, with
values ranging from 0 (much worse than our com-
petitors) to 10 (much better than our competitors).

Measures

Appendix 3 presents all of the measures utilized in
these data collection phases. Five major strategic
capability areas were explicitly measured:

1. Market-Linking Capabilities. These capabilities
relate to focused market sensing and linking
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outside the organization and were rated accord-
ing to several scale items developed from Day’s
(1994) descriptions of such capabilities. The
component items measure the relative capa-
bilities in creating and managing durable cus-
tomer relationships, creating durable relation-
ships with suppliers, retaining customers, and
bonding with channel members such as whole-
salers and retailers.

2. Technological Capabilities. Technological capa-
bilities, pertaining to production process effi-
ciency, cost reduction, greater consistency in
delivery, and greater competitiveness, were rat-
ed according to scale items drawn from Day’s
(1994) set of such capabilities. The items mea-
sure relative capabilities in the prediction of
technological change, technology and new prod-
uct development, and product facilities.

3. Marketing Capabilities. Marketing capabilities
were measured using a set of scale items
drawn from the Conant et al. (1990) study of
marketing capability and strategic type. These
include knowledge of customers, knowledge of
competitors, integration of marketing activities,
skills in segmentation and targeting, and effec-
tiveness of pricing and advertising programs.

4. Information Technology Capabilities. Informa-
tion technology capabilities refer to the rela-
tive capabilities that help an organization create
technical and market knowledge and facilitate
intra-organizational communication flow. We
developed items that measure the possession of
information technology systems for new prod-
uct development, cross-functional integration,
technology and market knowledge creation, and
internal communication. These items were sub-
ject to the measurement development procedure
described above.

5. Management Capabilities. These capabilities
include the ability to integrate logistics systems,
control costs, manage financial and human
resources, forecast revenues, and manage mar-
keting planning. We developed a set of six items
that measure the possession of these manage-
ment capabilities.

The second battery of survey items pertains to
environmental uncertainty. Here, we employed
three separate scales of six items each to assess dif-
ferent aspects of the business environment uncer-
tainty. The technological environment uncertainty
scale included the assessment of technological

change, the extent of technical opportunity, the
difficulty of technological forecasting, and other
aspects of technology. The assessment of the mar-
ket environment uncertainty was based on changes
in customer preferences, customer price sensitivity,
customer product needs, changing customer base,
and ease of forecasting marketplace changes. The
competitive environment uncertainty scale assessed
the extent of promotion and price wars, ability of
firms to match competitive offers, and other com-
petitive aspects. On all of these scales, a higher
score means that the environment is more uncer-
tain.

The third battery of items concerned the classifi-
cation of Miles and Snow strategic types. Here, we
used the data collected in the second phase of the
data collection process to classify the SBU/division
into the four strategic types. The 11-item scale is
the same one previously developed and validated
by Conant et al. (1990).

Finally, performance data were collected. Of
709 SBUs, we collected complete performance
data for 549 of them. The measures collected
were: PROFIT (i.e., total revenue—total variable
costs)/total revenue); ROIPEC (i.e., an average
percentage of the return on investment in this
business unit over the past 3 years); ROI (return
on investment); ROA (return on assets); RMS
(relative market shares); CUSRET (overall cus-
tomer retention); CUSRET2 (retention of major
customers); SALESGR (sales growth rate); PERF1
(overall profit margin relative to the objective for
this business unit); PERF2 (overall sales relative
to the objective for this business unit); and PERF3
(overall return on investment relative to the objec-
tive for this business unit). Note, the NORMCLUS
procedure was modified accordingly to accommo-
date missing data concerning the performance bat-
tery.

Data collection procedures

Our data were obtained from a large-scale mail
survey of the companies listed in Ward’s Busi-
ness Directory, Directory of Corporate Affiliations,
and World Marketing Directory. A proportionate-
stratified random sample of 800 firms from China,
Japan, and the United States, with each industry
as a stratum, was drawn. The questionnaires for
Japanese and Chinese firms were translated into
Japanese and Chinese using a double-translation
method as noted above. These three countries were
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chosen for two reasons. First, they are, in that
order, the three largest economies in the world,
as measured by purchasing power parity (World
Bank, 2000), and are by any measure among
the top five economies worldwide. Second, the
Japanese and Chinese business environments are
very different from the U.S. business environment,
which allows us to find evidence of the empirical
generalizability of our model. We believe this rep-
resents the largest empirical test of the Miles and
Snow framework done to date.

The data collection consisted of three stages:
pre-survey, data collection on SBU strategies, and
data collection on relative capabilities, environ-
mental uncertainty, and performance. In the first
stage, we sent a one-page survey and an intro-
ductory letter requesting participation to all the
selected firms, and offered a list of available
research reports to participating firms. Each firm
was asked to select an SBU/division for par-
ticipation and provide a contact person in that
SBU/division. Of the 2400 firms contacted, 392 in
the United States, 429 in Japan, and 414 in China
agreed to participate and provided the necessary
contacts at the SBU/division level.

In the second stage, concerning strategic types,
the designated SBU managers were contacted
directly by the researchers. A questionnaire, a per-
sonalized letter, and the agreement to participation
form from the first stage were mailed to each
SBU manager. We employed a three-wave mailing
based on the recommendations of Dillman (1978).
We received data on the multi-item measures of
the strategic types from 308 firms in the United
States, 354 firms in Japan, and 352 firms in China.
Two items at the end of the instrument assessed
respondents’ confidence in their ability to answer
the questions. The individuals with a low level of
confidence (less than 6) were excluded from the
final sample.

In the third stage, concerning the strategic capa-
bilities, performance, and environmental variables,
another questionnaire was sent to the SBU man-
agers, followed again by a three-wave mailing.
We received data on the relative capabilities from
216 U.S. firms, 248 Japanese firms, and 245 Chi-
nese firms. This constituted our final sample from
each country, and these sample sizes correspond to
response rates of 27.0 percent in the United States,
31.0 percent in Japan, and 30.6 percent in China.

The final sample includes the following indus-
tries: chemicals and related products; electronics

and electrical equipment; pharmaceuticals, drugs,
and medicines; industrial machinery and equip-
ment; telecommunications equipment; semicon-
ductors and computer-related products; instruments
and related products; and others (air conditioning;
transportation equipment, etc.). The majority of
participating SBUs/divisions had annual sales of
$11–750 million and 100–12,500 employees.

To examine possible non-response bias and the
representativeness of the participating firms, we
performed a MANOVA to compare early respon-
dents with late respondents on all four capability
variables. The results were not significant at the
95 percent confidence level, suggesting no signifi-
cant difference between the early respondents and
the late respondents. Therefore, we concluded that
non-response bias is not a concern.

We classified the SBUs into the four Miles
and Snow strategic types (Prospector, Analyzer,
Defender, or Reactor) to permit comparison with
our empirically derived strategic types. To do this
classification, we used the ‘majority-rule decision
structure’ (see Conant et al., 1990, for details),1

with the following modification: for an SBU to
be classified as a Prospector or a Defender, it
must have at least seven ‘correct’ answers out
of the 11 items. Using this procedure, we clas-
sified the 709 SBUs/divisions as follows: 234
Prospectors, 220 Analyzers, 168 Defenders, and
87 Reactors.

EMPIRICAL RESULTS

Fit of new strategic types vs. Miles and Snow
strategic types

We conducted a series of analyses employing the
constrained, multi-objective classification method-
ology (NORMCLUS) described in the Methodol-
ogy section. Initially, we formed four batteries of
items: the 11 strategic type items, the 27 strategic
capability items, the 18 environment items, and
the 11 performance variables. Each battery was
equally weighted (0.25) in the analysis. Table 1
presents the various goodness-of-fit values for each
battery as well as the total fit value overall for

1 In this procedure, an SBU is classified as a Prospector if the
majority of responses to the 11-item scale correspond to the
Prospector answers. A similar rule is used to classify SBUs into
the other three strategic types (see the Strategic Typology scale
in Appendix 3).
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Table 1. Comparative goodness-of-fit values

Number of groups Strategic type Capabilities Environment Performance Total fit

2 0.255 0.465 0.637 0.646 0.501∗∗

3 0.511 0.753 0.622 0.787 0.668∗∗

4 0.689 0.819 0.771 0.881 0.790∗∗

5 0.861 0.740 0.863 0.902 0.841n.s.

M&S(4)∗ 0.999 0.376 0.396 0.570 0.586n.s.
KMEANS(4) 0.554 0.567 0.584 0.655 0.592n.s.

∗ This is the four-group Miles and Snow solution used as the benchmark.
∗∗ p < 0.001; n.s., not significant improvement at p < 0.10.

K = 2, 3, 4, and 5 types (clusters). Based on
nested model Pseudo F -tests on � for the vari-
ous numbers of strategic types, we find that four
strategic types result from this analysis, and sub-
sequently increasing the number of strategic types
from 4 to 5 does not produce a significant increase
in the overall goodness-of-fit measure, �. As can
be seen in Table 1, the four strategic group solution
appears to render consistent fits over each of the
four batteries of items (0.689, 0.819, 0.771, 0.881)
and a highly significant (p < 0.01) improvement
of 0.790 overall.

Table 1 produces the corresponding fits for the
traditional Miles and Snow (1978) classification
scheme for the purpose of comparison. Here, we
clustered just the 11 strategic type items into four
clusters, which resulted in very clear P, A, D,
and R groups. As shown in the table, the 0.999
fit value for the strategic type items in this anal-
ysis approaches 100 percent, which indicates a
near-perfect separation of the resulting strategic
types when these 11 items are considered solely.
However, one can see the price paid for stick-
ing to this traditional approach in terms of very
low fit values for the environment and strate-
gic capability item batteries (0.376 and 0.396).
This implies low statistical relationships or asso-
ciations between the traditional Miles and Snow
typology and environmental conditions and strate-
gic capabilities of these firms, which is clearly
counter to theory. Even the performance battery fit
in the Miles and Snow taxonomy is much lower
(0.570) than what we witness for the derived four-
group solution. Of particular note is the fact that
the overall goodness-of-fit value is substantially
higher for the derived four-group solution obtained
from NORMCLUS when applied to this dataset.
In fact, as has been depicted in Table 1, the Miles
and Snow four-group solution is even dominated

statistically by the NORMCLUS two-group solu-
tion in this instance. As will be shown shortly,
there are substantial gains and insights obtained
from utilizing the proposed strategic type frame-
work in a contingency sense together with other
conceptually meaningful variables compared to the
traditional Miles and Snow typology considered in
exclusion.

Note that Table 1 also shows the comparable fit
across the various variable batteries for a four-
cluster traditional KMEANS clustering solution
where one concatenates all the variables together
in all four batteries together and treats the entire
set as one large battery. The corresponding over-
all fit is comparable to that derived from the
Miles and Snow typology, but is also consider-
ably inferior to the four-group NORMCLUS solu-
tion. Thus, traditional clustering methodologies are
not substitutes for the NORMCLUS procedure in
this setting.

Characteristics of the four derived strategic
types

Table 2 indicates how each of the four derived
groups correspond to the P-A-D-R Miles and Snow
framework based on the 11-item Conant et al.
(1990) strategic type questionnaire. Each respon-
dent was classified as one of the four Miles and
Snow strategic types (see procedure above in the
Measures section), and then assigned to either
Prospectors, Analyzers, Defenders, or Reactors.
Table 2 shows the cross-tabulation relationships
between the derived four-group solution and the
Miles and Snow typology:

• Group 1 is composed of about 52 percent Pros-
pectors and 32 percent Analyzers.

• Group 2 is about 55 percent Defenders, with the
remaining 45 percent Reactors.
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Table 2. Correspondence between empirically derived strategic types and Miles and Snow typology

Strategic types

Miles & Snow: Group 1 Group 2 Group 3 Group 4 Total

Prospectors (% in group) 120 (52.2%) 0 (0%) 27 (26.0%) 87 (45.8%) 234
Analyzers (% in group) 73 (31.7%) 0 (0%) 45 (43.3%) 102 (53.7%) 220
Defenders (% in group) 37 (16.1%) 102 (55.1%) 28 (26.9%) 1 (0.5%) 168
Reactors (% in group) 0 (0%) 83 (44.9%) 4 (3.8%) 0 (0%) 87

Total 230 185 104 190 709

Chi-square tests:

Value d.f. Asymp. sig. (2-sided)

Pearson chi-square 535.543 9 0.000
Likelihood ratio 648.056 9 0.000

• Group 3 is a hybrid of Analyzers (43%), Pros-
pectors (26%), and Defenders (27%).

• Group 4 is split between Prospectors (46%) and
Analyzers (54%).

In sum, Groups 1 and 4 are primarily Prospec-
tor /Analyzer groups, Group 2 is primarily a Defen-
der /Reactor group, and Group 3 is a mix of Ana-
lyzers, Prospectors, and Defenders. While the chi-
square test indicates a clear dependence between
these two classifications, the derived four-group
solution is not isomorphic or cleanly mapped into
the P-A-D-R framework.

The four derived strategic types and strategic
capabilities

Table 3 presents additional information (mean res-
ponses) that allows us to characterize the four
derived strategic types in terms of their predomi-
nant firm strategic capabilities. Looking at Table 3,
Groups 2 and 4 have significantly higher mar-
keting capability levels (i.e., customer and com-
petitor knowledge, marketing activity integration,
skill at segmenting and targeting, effective pric-
ing, and advertising) than do the other two groups.
Groups 2 and 4’s means on the marketing capa-
bility scale items range from 3.97 to 4.67 (on
a 10-point scale), while those of Group 1 range
from 1.29 to 2.19. By contrast, Group 1 has the
highest technology capabilities (NPD and technol-
ogy development capabilities, manufacturing pro-
cesses, predicting technological changes, and pro-
duction facilities), followed by Groups 4, 2, and
3 in that order. In general, Group 1’s means on

the technology capability scale items are around
8, while those for Group 3 are about 1. Interest-
ingly, the groups’ means on the information tech-
nology scale items (IT systems for new products,
for functional integration, for technical and market
knowledge creation, and for internal communica-
tion) also occur in the same order: Group 1 has
the highest IT capabilities (scale item means are
almost 9 on a 10-point scale), followed by Groups
4, 2, and 3 in that order.

Groups 2 and 3’s market linking capabilities
(market sensing, customer linking, channel bond-
ing, customer retention, and supplier relationship
building) are generally significantly higher than
those of the other groups. Group 2’s scale item
means range from 2.28 to 3.15, while those of
Group 3 range from 1.36 to 3.08; these are in
almost every case significantly higher than the cor-
responding means for Groups 1 and 4. On the man-
agement capability scale items (integrated logistics
systems, cost control capabilities, financial man-
agement skills, human resource management capa-
bilities, profit and revenue forecasting, and market-
ing planning process), Group 4’s means were sig-
nificantly higher (ranging from 6.17 to 7.22), and
Group 1’s means were significantly lower (ranging
from 4.55 to 6.04).

Note the differences between the two groups
made up primarily of Prospectors and Analyzers
(Groups 1 and 4). Group 4 is highest among all
groups in both marketing and management capa-
bilities, while Group 1 is the lowest. Group 1
is highest among all groups in technology and
IT capabilities, but Group 4 is second highest.
Finally, in market linking capabilities, Group 4

Copyright  2004 John Wiley & Sons, Ltd. Strat. Mgmt. J., 26: 47–74 (2005)



www.manaraa.com

Revisiting Miles and Snow 59

Table 3. Means of strategic capability items for the empirically derived strategic types

Group 1 Group 2 Group 3 Group 4

Marketing capabilities
Knowledge of customers 2.19 3.94 2.25 4.23
Knowledge of competitors 1.29 3.97 2.17 4.19
Integration of marketing activities 1.52 4.41 2.00 4.53
Skill to segment and target markets 1.71 4.40 1.93 4.29
Effectiveness of pricing programs 1.70 4.62 3.48 4.37
Effectiveness of advertising programs 1.80 4.67 3.50 4.72
Technology capabilities
NPD capabilities 7.90 6.24 1.00 7.15
Manufacturing processes 8.01 6.51 1.00 7.34
Technology development capabilities 8.34 6.84 1.23 7.61
Predicting technological changes 7.86 6.14 0.84 7.28
Production facilities 8.26 6.66 1.35 7.51

Market-linking capabilities
Market-sensing capabilities 1.51 2.40 2.83 1.49
Customer-linking capabilities 1.77 2.59 2.13 2.43
Durable relationship with suppliers 0.92 2.28 2.41 1.49
Ability to retain customers 1.44 2.34 1.36 1.39
Channel-bonding capabilities 1.58 3.15 3.08 2.22

Information technology capabilities
IT systems for NPD projects 9.45 7.52 6.19 8.63
IT systems for functional integration 9.48 7.66 6.57 8.82
IT systems for tech knowledge creation 8.99 7.77 5.68 8.56
IT systems for mkt knowledge creation 8.70 7.13 6.01 8.19
IT systems for internal communication 8.97 7.20 5.90 8.53

Management capabilities
Integrated logistics systems 6.04 6.70 5.99 7.22
Cost control capabilities 4.55 5.79 6.57 6.17
Financial management skills 5.29 6.52 7.54 7.06
HR management capabilities 5.29 6.35 6.59 6.81
Profitability and revenue forecasting 5.23 6.35 6.49 6.71
Marketing planning process 5.14 6.42 6.86 6.81

For complete wording of questions, see Appendix 3.
Interpretation: The highest mean for each scale item is highlighted in bold; the lowest mean for each scale item is underlined. (If
there are no significant differences between two or more means, all are highlighted.)

usually outscores Group 1 (though Group 2 is sig-
nificantly higher than both). Thus, Groups 1 and
4 are Prospector /Analyzer groups with different
profiles: Group 4 is strong in marketing, manage-
ment, technology, and IT. Group 1 relies on its
capabilities in technology and IT, and is in fact
the weakest group in marketing, market linking,
and management.

Group 2, the Defender /Reactor group, has rel-
ative strengths in marketing and market linking
capabilities, but is relatively weaker in technol-
ogy and IT capabilities. Group 3, comprising Ana-
lyzers, Defenders, and Prospectors, has relative
strength in market linking and management capa-
bilities but is the weakest or among the weakest in
all other capabilities.

The four strategic types and environmental
uncertainty

Table 4 provides additional insights by comparing
the four derived strategic types’ mean responses
on the environmental uncertainty factors. Group 2
firms face the most uncertain marketing, compet-
itive, and technological environment, followed by
Group 4. Average scores on environment uncer-
tainty scale items are in the range of 6.12 to
6.59 (on a 10-point scale) for Group 2, and
5.18 to 6.66 for Group 4, where a higher score
mean indicates greater perceived uncertainty. Both
other groups face relatively lower uncertainty in
their marketing, competitive, and technological
environments.
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Table 4. Means of environment items for the empirically derived strategic types

Group 1 Group 2 Group 3 Group 4

Market environment
Preferences change through time 3.97 6.38 4.32 5.18
Customers look for new products 4.04 6.27 4.39 5.33
Price relatively unimportant 4.07 6.25 4.26 5.28
Product-related needs are different 3.97 6.34 4.35 5.37
Cater to many of the same customers 3.53 6.59 3.90 6.06
Difficult to predict marketplace changes 4.01 6.23 4.48 5.31

Competitive environment
Competition is cutthroat 3.68 6.40 4.02 5.72
Many ‘promotion wars’ in industry 3.74 6.33 3.95 5.90
Competitors can match offers readily 3.80 6.24 4.03 5.78
Price competition in industry 3.77 6.29 4.07 5.85
New competitive moves every day 3.20 6.58 3.48 6.66
Competitors are relatively weak 3.74 6.25 4.11 5.78

Technological environment
Technology changing rapidly 4.12 6.28 3.92 5.49
Tech change provides opportunities 4.10 6.32 3.69 5.71
Difficult to forecast technology 4.16 6.12 3.80 5.64
New product ideas from technology 4.06 6.18 3.77 5.69
Tech developments are minor 3.55 6.52 3.16 6.47
Technological changes are frequent 4.11 6.10 3.97 5.54

For complete wording of questions, see Appendix 3.
Interpretation: The highest mean for each scale item is highlighted in bold; the lowest mean for each scale item is underlined.

Table 5. Means of performance items for the derived four-group solution

Performance measure Group 1 mean Group 2 mean Group 3 mean Group 4 mean Overall mean

PROF 29.13 7.21 3.20 33.12 20.68
ROIPEC −1.66 19.52 0.06 16.80 9.07
ROI 1.82 6.11 1.97 5.63 3.98
ROA 1.65 5.90 1.70 5.96 3.92
RMS 1.85 5.83 1.83 5.69 3.92
CUSRET 2.27 6.42 1.73 6.13 4.31
CUSRET2 2.21 6.41 1.97 6.32 4.37
SALESGR 1.19 6.90 1.64 7.91 4.55
PERF1 1.99 6.35 2.63 6.16 4.34
PERF2 1.98 6.01 2.63 5.75 4.14
PERF3 1.67 5.38 1.69 5.55 3.68

Legend: PROF = profit margin (i.e., total revenue- total variable costs)/total revenue; ROIPEC = average return on investment in
this business unit over the past 3 years (in %); ROI = return on investment; ROA = return on assets; RMS = relative market share;
CUSRET = overall customer retention; CUSRET2 = retention of major customers; SALESGR = sales growth; PERF1 = overall
profit margin relative to the objective for this business unit; PERF2 = overall sales relative to the objective for this business unit;
PERF3 = overall return on investment relative to the objective for this business unit.
See Appendix 3 for measurement procedure for each of these performance measures.
Interpretation: The highest mean for each scale item is highlighted in bold; the lowest mean for each scale item is underlined.

The four strategic types and performance

Table 5 presents the means for the 11 perfor-
mance variables for the four derived strategic
types. It is evident from Table 5 that Groups 2
and 4 are the highest-performing groups on almost

every performance variable. Average 3-year ROI
(ROIPEC) for Groups 2 and 4 are 19.52 and
16.80 respectively, while for Groups 1 and 3 the
comparable means are −1.66 and 0.06 (i.e., Group
1 actually shows a negative 3-year ROI). Similar
results are obtained for 1-year ROI (Groups 2 and

Copyright  2004 John Wiley & Sons, Ltd. Strat. Mgmt. J., 26: 47–74 (2005)



www.manaraa.com

Revisiting Miles and Snow 61

4 = 6.11 and 5.63 respectively; Groups 1 and 3 =
1.82 and 1.97 respectively), return on assets, rela-
tive market shares, customer retention, retention of
major customers, sales growth, profit margin rel-
ative to objective, sales relative to objective, and
ROI relative to objective. Group 1 showed strong
profit margin performance (means for Groups 4
and 1 = 33.1 and 29.1 respectively, Groups 2 and
3 = 7.2 and 3.2 respectively); Group 3 lagged
behind in performance on all measures.

The four strategic types cross-tabulated by
country and industry

Finally, to further characterize the four derived
strategic types, they were cross-tabulated by
country (Table 6) and by industry (Table 7).
As shown in Table 6, both Groups 2 and 4
are relatively evenly balanced across the three
countries. Group 2 is 40.0 percent Japanese
firms, 23.2 percent U.S. firms, and 36.8 percent

Table 6. Cross-tabulation of the four derived groups by country

Country Group 1 Group 2 Group 3 Group 4 Overall

Japan (% in group) 110 (47.8%) 74 (40.0%) 0 (0%) 64 (33.7%) 248
U.S. (% in group) 12 (5.2%) 43 (23.2%) 104 (100%) 57 (30.0%) 216
China (% in group) 108 (47.0%) 68 (36.8%) 0 (0%) 69 (36.3%) 245

Total 230 185 104 190 709

Chi-square tests:

Value d.f. Asymp. sig. (2-sided)

Pearson chi-square 311.619 6 0.000
Likelihood ratio 345.186 6 0.000

Table 7. Cross-tabulation of the four derived groups by industry

Industry Group 1 Group 2 Group 3 Group 4 Overall

1. Chemicals and Related
Products (% in group)

32 (13.9%) 33 (17.8%) 11 (10.6%) 22 (11.6%) 98

2. Electronic and Electrical
Equipment (% in group)

27 (11.7%) 21 (11.4%) 12 (11.5%) 20 (10.5%) 80

3. Pharmaceuticals, Drugs, and
Medicines (% in group)

27 (11.7%) 4 (2.2%) 13 (12.5%) 23 (12.1%) 67

4. Industrial Machinery and
Equipment (% in group)

19 (8.3%) 23 (12.4%) 6 (5.8%) 13 (6.8%) 61

5. Telecommunications
Equipment (% in group)

23 (10.0%) 22 (11.9%) 15 (14.4%) 14 (7.4%) 74

6. Semiconductors and
Computer-Related Products
(% in group)

23 (10.0%) 22 (11.9%) 16 (15.4%) 18 (9.5%) 79

7. Instruments and Related
Products (% in group)

24 (10.4%) 20 (10.8%) 9 (8.7%) 26 (13.7%) 79

8. Others (% in group) 55 (23.9%) 40 (21.6%) 22 (21.2%) 54 (28.4%) 171

Total 230 185 104 190 709

Chi-square tests:

Value d.f. Asymp. sig. (2-sided)

Pearson chi-square 33.097 21 0.045
Likelihood ratio 37.082 21 0.016
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Chinese firms; comparable figures for Group
4 are: 33.7 percent Japanese, 30.0 percent U.S.,
and 36.3 percent Chinese. By contrast, Group
1 is almost entirely composed of Asian firms
(47.8% Japanese, 47.0% Chinese, 5.2% U.S.), and
Group 3 is 100 percent U.S. firms. As shown
by the chi-square tests provided in Table 6, the
differences across countries are significant.

Table 7, which shows cross-tabulations by
industry, has less obvious results. Considering the
two top performing groups, Table 7 shows that
Group 2 contained relatively more chemical firms,
industrial machinery and equipment manufactur-
ers, telecommunications equipment manufacturers,
and semiconductor and computer-related products,
while Group 4 had comparatively more pharma-
ceutical and drug makers and instrument manufac-
turers. Other than these observations, little of note
was obtained from the industry cross-tabulation.

DISCUSSION

The four groups in our solution bear some resem-
blance to the familiar four-group (P-A-D-R) typol-
ogy of Miles and Snow. We do, however, find dif-
ferences across groups that are explainable in terms
of the strategic capabilities, performance, and envi-
ronmental factors which would have been other-
wise obscured using the classic Miles and Snow
typology for this dataset. For example, Groups
1 and 4 are both primarily Prospector /Analyzer
groups, but differ in terms of marketing, manage-
ment, and some market-linking capabilities. Group
4 also faces more challenging environments. Simi-
larly, Groups 2 and 3 have a bigger representation
of Defenders, but Group 2 significantly outper-
forms Group 3 in marketing, market linking, tech-
nology, and IT capabilities, despite facing a more
challenging environment. Our results also suggest
that Analyzers do not necessarily constitute a sepa-
rate group, but rather tend to be ‘like’ Prospectors
(Groups 1, 3, and 4) or ‘like’ Defenders (Group 3).
Hence, we believe our solution clarifies and com-
plements the familiar Miles and Snow typology in
that the relationships between strategic types, capa-
bilities, and environmental uncertainty are explic-
itly included in the empirical classification scheme
derived. Whereas Miles and Snow found Prospec-
tors, for example, we find Prospectors who are
stronger in marketing, market linking, and man-
agement, Prospectors who are significantly weaker

in marketing and market-linking capabilities, and
Analyzers that share characteristics with both types
of Prospectors. As noted above, we also found that
certain types of environmental uncertainty were
associated with strategic type selection as well.

At this point one can combine all the results
presented in Tables 2–7 to compile descriptive
characteristics of all four derived strategic groups:

• Group 1: Asian-based prospecting firms with
technology strengths. These firms, comprising
mostly Miles and Snow Prospectors and Ana-
lyzers, seek to maintain their competitive edge
by prospecting using their strengths in technol-
ogy and IT capabilities. They possess relative
weaknesses in marketing, market linking, and
management, which would seem to limit their
ability to respond quickly to market changes;
however, they operate in relatively uncertain
markets, competitive and technological environ-
ments, which may mitigate the need for strength
in market linking. These firms are overwhelm-
ingly Asian (about 95% total Japanese and Chi-
nese), and tend to do well in 1-year profit per-
formance, though not on any of the other per-
formance measures.

• Group 2: Defensive firms with marketing skills.
This group is slightly over one-half Defenders,
and the remaining firms (about 45%) are Reac-
tors. These firms stay competitive by defending
their established positions through superior mar-
keting, market linking, and management capa-
bilities. They are among the weakest in technol-
ogy and IT capabilities, however. Though they
operate in relatively uncertain markets, compet-
itive and technological environments, they are
among the leaders on almost all performance
measures. This group includes a mix of firms
from all three countries.

• Group 3: U.S.-based firms with market linking
and management strengths. This group is a mix
of Miles and Snow types, including roughly
half analyzers and the rest approximately evenly
split between Prospectors and Defenders. Nota-
bly, all Group 3 firms are U.S.-based. These
firms are relatively strong in market linking and
management capabilities, but among the weak-
est in marketing, technology, and IT. These
weaknesses contribute to the uniformly low
performance of this group on all performance
measures, despite the fact that these firms face
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relatively low market, competitive, and techno-
logical uncertainties.

• Group 4: Balanced prospecting firms. This group
is about evenly split between Prospectors and
Analyzers and also includes a relatively even
mix of Japanese, Chinese, and U.S. firms. These
firms have the highest marketing and manage-
ment capabilities and are also among the lead-
ers in technology and IT capabilities (hence the
name ‘balanced’), though they have a potential
weakness in market-linking capabilities. These
firms perform extremely well on all performance
variables, despite facing relatively high market,
competitive, and technological uncertainties.

Here, we can make some overall observations
about the four groups and how our findings corre-
late with the expectations of the Miles and Snow
model. There are two clear paths to higher per-
formance, and both are pursued by U.S. as well
as Asian-based firms. Group 4 firms are Prospec-
tors and Analyzers who have balanced market-
ing, technology, IT, and management capabilities.
The Miles and Snow model would suggest that
Prospectors require strengths in technology and
IT, yet also need to receive information on cus-
tomer needs efficiently to drive product develop-
ment: this would be consistent with the ‘balanced’
set of capabilities possessed by Group 4 firms.
Group 2 firms are Miles and Snow Defenders (and
Reactors that behave like Defenders). Miles and
Snow would predict that these firms would par-
ticularly require strategic capabilities in marketing
and market linking for optimum performance; this
is indeed consistent with our findings for Group
2. There were two paths to lower performance
and, interestingly, one was predominant among
Asian firms and one among U.S. firms. Asian low-
performance firms (Group 1) tended to be strong
in technology and IT but deficient in marketing,
market linking, and management. One could infer
that they attempt to compete on the basis of their
technological strengths, but lack the marketing and
management skills to be successful. U.S. low-
performance firms (Group 3) are in some ways an
opposite to Group 1: their relative strengths lie in
market linking and management, but their techno-
logical and marketing capabilities are lacking. In
short, both Groups 1 and 3 are deficient in several
of the capability sets, while Groups 2 and 4 show
few if any glaring capability weaknesses.

CONCLUSIONS

In this article, we revisit the long-established Miles
and Snow (1978) strategic typology in the light
of recent theoretical discussions as to inclusion of
conceptually relevant variables as well as through
the prism of a new classification methodology.
The modified NORMCLUS constrained, multi-
objective, classification procedure was utilized to
derive a typology empirically from data pertaining
to strategic type, strategic capabilities, environ-
mental uncertainty, and performance. This method-
ology is well suited to obtain a parsimonious and
flexible grouping of entities in accordance with
established empirical and statistical criteria. The
relative goodness-of-fit of the derived classifica-
tion scheme is compared with that of the Miles
and Snow grouping (used as a benchmark), and
is found to more accurately capture the data asso-
ciations and better explicate the interrelationships
among the variables.

Our framework augments the scope of the orig-
inal Miles and Snow model by considering the
roles of three batteries of variables: strategic firm
capabilities, environmental uncertainty, and per-
formance. All of these have been discussed in
past research (Hambrick, 1983; Zajac and Shor-
tell, 1989; Conant et al., 1990), but have never
been included together when deriving or testing a
typology. In their original study, Miles and Snow
(1978) suggested that there might be a complex
framework of interrelationships among firm capa-
bilities, environmental uncertainty, and strategy.
However, they did not explicitly model the role
of environmental factors or strategic capabilities
in the shaping of strategic types (Hambrick, 1983).
The Miles and Snow model implies that it is the
SBU’s strategic type that shapes its capabilities
(i.e., Prospectors keep on prospecting). Hambrick
(1983) suggested that a more complex relationship
among all of these variables exists. Our results sug-
gest that capabilities, and environmental factors, do
in fact interrelate with strategic type, and under-
standing this framework of interactions is impor-
tant to managers in that it does have significant
impact on SBU performance.

As detailed in the above sections, we find
that including strategic capabilities, environmental
uncertainty, and performance results in a some-
what different classification that varies from Miles
and Snow in the compositions of the four derived
groups. They do not, however, negate the Miles
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and Snow grouping. In fact, the groups identified
here can be viewed as second-order derivatives
of the pure and conceptually distinct P-A-D-R
groups being considered as first-order ‘primitives.’
Our study highlights a general point that strategic
types as empirically derived from field samples
tend to be highly context-dependent and do not
neatly fall into the tight Miles and Snow group-
ings. As an obvious example, in our study, Groups
1 and 4 both behave much like classic Miles and
Snow Prospectors and Analyzers, but one group
has superior capabilities in marketing and man-
agement, and clearly dominates the other in terms
of performance. The empirically derived strategic
types provide a more accurate representation of
strategic behavior for the industries under consid-
eration, and provide better insights into the dynam-
ics of strategy with respect to how firms cope
with environmental uncertainty using their avail-
able capabilities (see Discussion section above).

We expect that in different contexts, differ-
ent numbers and/or compositions of groups will
emerge. For example, given a different set of
industries, it is possible that five groups might
be found, including two groups that are essen-
tially Prospectors (but with different capabilities
or facing different environments), and one each
of Analyzers, Defenders, and Reactors. Without
including the capability and environment variables
in the analysis, one would miss the complex inter-
relationships between these variables and strate-
gic type, and the performance implications. The
derived strategic types capture the context-specific
conditions that shape strategic decisions within a
given set of industries, and therefore add a layer
of understanding on top of the classic Miles and
Snow strategic types. Our findings suggest that
SBU managers need to consider both environment
and capability when developing strategy, as there
is a clear relationship between these batteries of
variables and SBU performance.

In addition, we would also expect empirically
derived strategic types would differ if alterna-
tive classification methods were utilized in such a
contingency-based approach. We recommend the
further use of the NORMCLUS methodology for
deriving the strategic types as it provides con-
siderably more sophistication and flexibility than
raw conceptualization or standard cluster analy-
sis in providing the ability to embed application
constraints reflecting a priori knowledge, having
a heuristic to test for the appropriate number

of clusters, and building a framework to com-
pare alternative classifications with respect to the
same objective function and input variables. With
these advantages, NORMCLUS is ideally suited to
incorporating all the batteries of variables required
in our capability-environment framework, includ-
ing performance outcomes. We have demonstrated
the superiority of NORMCLUS over traditional
KMEANS cluster analysis for this application.

This study can be extended in a number of
ways. Further studies should seek to validate the
strategic typology using data sets obtained from a
different set of industries using the NORMCLUS
methodology as described above. It is expected
that the derived strategic types are very context-
dependent, so different groups might be found in
different contexts. However, it would be intriguing
to determine whether the groups derived from dif-
ferent industry settings bear some resemblance to
the original Miles and Snow strategic types. Our
derived strategic types can be easily understood as
variants of classic Miles and Snow types, viewed
within the context of the capability–environment
framework. If empirically derived strategy types in
other settings are also second-order derivatives of
the Miles and Snow types (even if different groups
are obtained), it supports our belief that the Miles
and Snow strategic typology, viewed in conjunc-
tion with the capability–environment framework,
is a powerful model of strategic behavior with real
implications for SBU performance.

Future research can also extend our cross-cultu-
ral findings. We found four strategic groups across
the United States, Japan, and China, and deter-
mined that the two strategic types that led to
highest performance contained firms from all three
countries. Thus, we have some evidence that man-
agers from these three countries ‘think alike’ when
reacting to similar capability and environmental
settings. These two top-performing groups also
resemble classic Miles and Snow groups: Group
2 resembles Defenders, while Group 4 is a combi-
nation of Prospectors and Analyzers. We therefore
have some preliminary evidence that the Miles and
Snow model generalizes across the United States,
Japan, and China: managers from top perform-
ing firms in those three countries choose strate-
gies not too different from those of the Miles and
Snow model. It is unknown, however, whether this
observation holds true in industries other than the
ones we studied, or in other countries. Possibly,
the business environment in other countries might
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be so different as to make the Miles and Snow
model inapplicable. Future studies could develop
hypotheses regarding business or cultural environ-
mental conditions in other countries that would
affect strategic choice, and determine whether the
best-performing firms in those countries choose
strategies that resemble the Miles and Snow strate-
gic typology. It would be worthwhile to determine
whether firms in different business environments
(the European Union, for example, or emerging
markets such as Eastern Europe or Southeast Asia)
employ significantly different strategic types. A
fertile area for future research here would be
to conduct separate NORMCLUS analyses within
each country and then compare the results across
countries using the Miles and Snow typology as
a benchmark. In addition, estimating overlapping
clusters or strategic types in comparison with tra-
ditional partitions in NORMCLUS would prove to
be an interesting direction.

Finally, given the cross-sectional nature of this
empirical study, it was not possible to observe the
effects of strategic adjustments on SBU perfor-
mance through time. Much insight on the interre-
lationships among the variables would be obtained
by conducting a longitudinal analysis. One could
observe SBUs through time, examining how their
environment evolves, how their capabilities devel-
op, and whether adjustments in strategy yield pay-
offs in terms of long-run performance.2
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APPENDIX 1: NORMCLUS
CONSTRAINT IMPLEMENTATION
OPTIONS

The parameter vector θ can include cluster mem-
bership information (M), as well as other param-
eters (e.g., cluster level regression coefficients
(B) as in a cluster-wise regression framework).
NORMCLUS can accommodate ordinary cluster
analysis where, for example, f1 (θ) can be speci-
fied as a ratio of between- to within-cluster sum-
of-squares to be maximized with respect to binary
θ = M indicating cluster membership. Alterna-
tively, θ can include both cluster membership and
cluster level regression parameters as in a cluster-
wise regression approach (cf. DeSarbo et al., 1989;
DeSarbo and Grisaffe, 1998; DeSarbo and Cron,
1988), where f1(θ) can be specified as a resid-
ual sum-of-squares to be minimized. Or, in nor-
mative classification applications where costs and
revenues are readily available, f1(θ) can be an
expected profit function to be maximized. Again, a
variety of optimization frameworks are accommo-
dated in NORMCLUS depending upon the nature
of the classification application at hand.

The remaining flexibility in NORMCLUS can be
best illustrated in terms of the user-specified con-
straints that can be accommodated in Equations 2
and 3 in the text. Let:

i = 1, . . ., I firms/SBUs;
k = 1, . . ., K variables;
r = 1, . . ., R clusters (R is user specified);
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Xik = the value of the k-th variable or charac-
teristic for firm i;

mir = the degree of membership of firm i in clu-
ster r (0 ≤ mir ≤ 1);

Sr = the set of firms in cluster r;
Ir = the number of firms (cardinality) in cluster

r;

X
(r)

k = the mean of variable k in cluster r .

Then, for several types of classification applica-
tions, the following section discusses several types
of possible constraints representing prior infor-
mation specified by the user or institutional con-
straints which can be addressed (cf. DeSarbo and
Mahajan, 1984; DeSarbo and Grisaffe, 1998).

Types of cluster

(a) mir(1 − mir) = 0 ∀ i = 1 . . . I,

∀ r = 1 . . . R (A1)

This set of constraints restricts mir to be either 0
or 1.

(b)
R∑

r=1

mir = 1 ∀ i = 1 . . . I (A2)

This set of constraints, together with (a) above,
provides for a non-overlapping cluster analysis
where each firm can belong to one and only one
cluster. Note that without this set of constraints
(i.e., only with this (b) set), one can allow for over-
lapping clusters—that is, allow for cases where
firms can belong to more than one cluster.

(c) 0 ≤ mir ≤ 1 ∀ i = 1 . . . I,

∀ r = 1 . . . R (A3)

This set of constraints, together with those in
(b) above, allow for ‘fuzzy-set’ clusters, where
objects can be fractional members of all clusters.

(d)
R∑

r=1

mir

≤
=≥ci (A4)

This constraint, together with constraints in (a),
restrict the number of clusters (ci) firm i can
belong to in an overlapping scheme.

Constraints concerning cluster membership

We assume that the constraints in Equation A1
hold in the following discussion.

(a) msr∗ + mnr∗ = 2 (A5)

Here, one wants firms s and n to belong to the
same cluster r∗.

(b)
∑
i∈Tr∗

mir∗ = cr∗ (A6)

This is a generalization of constraint (a) above in
that one wants the firms in some set Tr∗, whose
cardinality is cr∗, in the same cluster r∗.

(c) msr + mnr ≤ 1 ∀ r = 1, . . . , R (A7)

This constraint forbids firms s and n to be in the
same cluster.

(d) (1)

I∑
i=1

mir ≥ Minr

(2)

I∑
i=1

mir ≤ Maxr (A8)

These constraints allow one to restrict the number
of firms that get allocated to cluster r . Constraint
(d1) states that the number of members in cluster
r is to be greater than or equal to some minimum
number Minr . Conversely, constraint (d2) restricts
membership to be equal or less than some maxi-
mum number Maxr .

(e)
I∑

i=1

mir ′ =
I∑

i=1

mir ∀ r �= r ′ = 1 . . . R

(A9)

This set of constraints restricts the number of firms
in any clusters r and r ′ to be equal (e.g., for
performance equalization).

(f)

∣∣∣∣∣
I∑

i=1

mir −
I∑

i=1

mir ′

∣∣∣∣∣ ≤ εI

∀ r �= r ′ = 1 . . . R (A10)

These constraints restrict the range or distribution
of acceptable differences (ε1) in the number of
firms in clusters r and r ′. This set of constraints
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is basically equivalent to specifying both sets of
constraints in (d1) and (d2) above where all the
ceiling values (Maxr ) and all floor values (Minr)
are identical for all clusters.

Characteristics of clusters

(a) Xikmir ≥ V min
kr ∀ i ∈ Sr (A11)

These constraints guarantee that all members of
cluster r possess at least V min

kr of characteristic or
variable k. Similarly, one could generalize con-
straint to:

Ir∑
i∈Sr

Xikmir

Ir

≤ V min
kr (A12)

where the average cluster value on variable k must
be greater than some minimum value. Similar con-
straints can be constructed to insure that each
member or cluster average be less than some max-
imum value V max

kr by substituting ‘≤’ and ‘V max
kr ’

for ‘≥’ and ‘V min
kr ’ respectively above. These con-

straints can insure a stable amount of homogeneity
amongst the derived clusters.

(b)

∣∣∣∣∣∣
Ir∑

i∈Sr ′

Xikmir −
Ir ′∑

i∈Sr

Xijmir ′

∣∣∣∣∣∣
≤
=≥ε2 (A13)

This constraint establishes a range or distribution
of acceptable differences (ε2) of characteristic k

in clusters r �= r ′ . Similarly, one can generalize
this to:∣∣∣∣∣∣∣∣∣∣∣∣

Ir∑
i∈Sr

Xikmir

Ir

−

I ′
r∑

i∈Sr ′

Xijmir ′

Ir ′

∣∣∣∣∣∣∣∣∣∣∣∣
≤
=≥ε2 (A14)

where the range of differences in mean values of
characteristic k in clusters r �= r′ is constrained.
For example, this constraint can be gainfully uti-
lized for insuring clusters will differ as to perfor-
mance.

(c) |mjrmir (Xjk − Xik)| ≤ tmax
rk ∀ j, i ∈ Sr

(A15)

This set of constraints restricts the maximum devi-
ation allowed (tmax

rk ) on characteristic k for any two
members of the same cluster r . Accordingly one
could also constrain the maximum distance or dis-
similarity allowed (Dr) between any two objects
in cluster r via:[

K∑
k=1

(mjrmlr(Xjk − Xlk))
2

]1/2

≤ Dr (A16)

(d)
∣∣∣mjr(Xjk − X

(r)

k )
∣∣∣ ≤ γ max

kr ∀ j ∈ Sr (A17)

This set of constraints restricts the maximum devi-
ation (γ max

kr ) on characteristic k between any object
in cluster r and cluster r’s mean value on vari-
able k. Similarly, one could generalize this to all
variables via:[

K∑
k=1

(mjr(Xjk − X
(r)

k ))2

]1/2

≤ �, ∀ j ∈ Sr

(A18)

where there is a restriction placed on the maximum
distance or dissimilarity allowed between any firm
j in cluster r and the centroid of cluster r . The con-
straints in sets (a) through (d) impose restrictions
that affect the ‘compactness’ of a cluster, or the
within sum-of-squares of a cluster. For example,
such constraints can be used in a geographical-
based classification scheme.

(e) |X(r)

k − X
(r ′)
k | ≥ Bmin

rr ′ (A19)

This constraint restricts the ‘separability’ (affecting
the between sums of squares) between the mean
of variable k in cluster r and r′. This can be
generalized to the case involving all variables via:

K∑
k=1

(X
(r)

k − X
(r ′)
k )2 ≥ C min

rr ′ (A20)

where restrictions are made on the between sums
of squares between clusters r and r ′.

These and other application-specific constraints
are discussed in more detail in DeSarbo and Maha-
jan (1984) and DeSarbo and Grisaffe (1998).

APPENDIX 2: ESTIMATION
ALGORITHM DETAILS

For the strategic type application discussed in the
Empirical Results section, we attempt to estimate
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the cluster membership indicators M = ((mir )) in
order to maximize:

� = α1f1 + α2f2 + α3f3 + α4f4, (B1)

where f1, f2, f3, and f4 are defined in Equations 5,
6, 7, and 8 respectively, 0 < α < 1 is user spec-
ified (as is R, the number of clusters), and con-
straints A1, A2, and A8 are enforced. For this
particular application, a modified lambda-opt com-
binatorial optimization procedure (cf. Lin and
Kernighan, 1973) is devised. The general steps are
as follows:

A. Set J = 0; select n from (1, 2, . . ., I ).
Set the maximum number of iterations
(MAXIT); generate a random map of the
sequence 1 . . . I , indicating the order in which
customer cluster memberships are altered. Eval-
uate �, and let �∗ = �.

B. For these n customers, change their cluster
memberships randomly (i.e., alter n row vec-
tors in M = ((mir )) and check for feasibility of
all constraints. Iterate until feasibility is main-
tained.

Note, for such problems containing a cluster-wise
regression component, a next step would be to
estimate the cluster-level betas. For such prob-
lems where a need exists to enforce positivity
constraints, a constrained optimizer must be uti-
lized in each of the R least-squares. Here, we
utilize a modification of the Lawson and Han-
son (1972) procedure which follows directly from
the Kuhn–Tucker conditions for constrained min-
imization. For a given r = 1, . . . , R, define:

hr = (hr
i ) = M

1/2
ir · yi (B2)

Er = ((
Er

ik

)) = M
1/2
ir · Xik (B3)

We can then reformulate this estimation problem
in terms of r non-negative least-squares prob-
lems: Minimize ||Erbr − hr || subject to br ≥ 0,
for r = 1, . . ., R, (excluding such constraints on
intercepts), which trivially can be shown to condi-
tionally (holding M fixed) optimize B1. The algo-
rithm, briefly outlined below, follows directly from
the Kuhn–Tucker conditions for constrained mini-
mization. For a given r , we form the I × K matrix
of ‘independent variables,’ Er , and the I × 1 vec-
tor (acting as the dependent variable) hr . In the

description below, the K × 1 vectors wr and zr

provide working spaces. Index sets Pr and Zr will
be defined and modified in the course of execution
of the algorithm. Parameters indexed in the set Zr

will be held at the value zero. Parameters indexed
in the set Pr will be free to take values greater than
zero. If a parameter takes a non-positive value, the
algorithm will either move the parameter to a pos-
itive value or else set the parameter to zero and
move its index from set Pr to set Zr . On termina-
tion, br will be the solution vector and wr will be
the dual vector.

1. Set Pr := Null, Zr : = {1, . . . , K}, and br : = 0.
2. Compute the vector wr : = E′

r (hr − Erbr ).
3. If the set Zr is empty or if wrj ≤ 0 for all

k ∈ Zr , go to Step 12.
4. Find an index a ∈ Zr such that wra = max{wrk:

k ∈ Zr}.
5. Move the index a from set Zr to set Pr .
6. Let E(r)

P : = denote the I × K matrix defined
by

Column k of E(r)
p

:=

∣∣∣∣∣∣∣
column k of Er if k ∈ Pr

0 if k ∈ Zr

Compute the vector zr as a solution of the
least-squares problem E(r)

P zr
∼= hr . Note that

only the components zrk, k ∈ Pr , are deter-
mined by this problem. Define zrk = 0 for
k ∈ Zr .

7. If zrk > 0 for all k ∈ Pr , set br : = zr and go
to Step 2.

8. Find an index v ∈ Pr such that brv/(brv −
zrv) = min{brk/brk − zrk) : zrk ≤ 0, k ∈ Pr}.

9. Set Qr := brv/(brv − zrv).
10. Set br : = br + Qr(zr − br ).
11. Move from set Pr to set Zr all indices k ∈ Pr

for which φrk = 0. Go to Step 6.
12. Next r .

On termination, the solution vector br satisfies:

brk > 0, k ∈ Pr (B4)

and

brk = 0, k ∈ Zr (B5)
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and is a solution vector to the constrained least-
squares problem:

E(r)

P br
∼= hr (B6)

The dual vector wr satisfies:

wrk = 0, k ∈ Pr (B7)

and

wrk ≤ 0, k ∈ Zr (B8)

where:

wr = E′
r (hr − Erbr ) (B9)

Equations B4, B5, B7, B8, and B9 constitute the
Kuhn–Tucker conditions characterizing a solution
vector br for this constrained least-squares prob-
lem. Equation B6 is a consequence of B5, B7, and
B9. These 12 steps are then repeated for the next
value of r = 1, . . ., R.

C. Set J = J + 1;
D. Evaluate � in trying to improve. If there is

improvement, set � = �∗, store the M and
B that resulted in that solution, and go to
step B. If no improvement, return to previous
M, B, and 8∗ values and return to step B,
unless J > MAXIT, in which case output best
solution.

APPENDIX 3: ROADMAP OF SCALE,
MEASUREMENT ITEMS, AND
SOURCES

I. Miles and Snow typology items (adapted
from Conant et al., 1990)

The following statements describe some character-
istics of this selected strategic business unit/divi-
sion. Please circle the description that best descri-
bes this selected business unit.

1. In comparison to our competitors, the prod-
ucts which we provide to our customers are
best described as: (Entrepreneurial—product
market domain)
a. Products that are more innovative, and con-

tinually changing.
b. Products that are fairly stable in certain

markets while innovative in other markets.

c. Products that are stable and consistently
defined throughout the market.

d. Products that are in a state of transition, and
largely respond to opportunities and threats
in the marketplace.

2. In contrast to our competitors, we have an
image in the marketplace that: (Entrepreneuri-
al—success posture)
a. Offers fewer, select products which are

high in quality.
b. Adopts new ideas and innovations, but only

after careful analysis.
c. Reacts to opportunities or threats in the

marketplace to maintain or enhance our
position.

d. Has a reputation for being innovative and
creative.

3. The amount of time our business unit spends
on monitoring changes and trends in the mar-
ketplace can best be described as: (Entrepren-
eurial—surveillance)
a. Lengthy: We are continuously monitoring

the marketplace.
b. Minimal: We really don’t spend much time

monitoring the marketplace.
c. Average: We spend a reasonable amount of

time monitoring the marketplace.
d. Sporadic: We sometimes spend a great deal

of time and at other times spend little time
monitoring the marketplace.

4. In comparison to our competitors, the increases
or losses in demand that we have experienced
are due most probably to: (Entrepreneurial—
growth)
a. Our practice of concentrating on more fully

developing those markets which we cur-
rently serve.

b. Our practice of responding to the pressures
of the marketplace by taking few risks.

c. Our practice of aggressively entering into
new markets with new types of products.

d. Our practice of assertively penetrating more
deeply into markets we currently serve,
while adopting new products after a very
careful review of their potential.

5. One of the most important goals in these busi-
ness units in comparison to our competitors is
our dedication and commitment to: (Engineer-
ing—technological goal)
a. Keep our costs under control.
b. Analyze our costs and revenues carefully,
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to keep costs under control and to selec-
tively generate new products or enter new
markets.

c. Insure that the people, resources and equip-
ment required to develop new products and
new markets are available and accessible.

d. Make sure we guard against critical threats
by taking any action necessary.

6. In contrast to our competitors, the competen-
cies (skills) which our managerial employees
possess can best be characterized as: (Engi-
neering—technological breadth)
a. Analytical: their skills enable them to both

identify trends and then develop new prod-
ucts or markets.

b. Specialized: their skills are concentrated
into one, or a few, specific areas.

c. Broad and entrepreneurial: their skills are
diverse, flexible, and enable change to be
created.

d. Fluid: their skills are related to the near-
term demands of the marketplace.

7. The one thing that protects us from its com-
petitors is that we: (Engineering—technologi-
cal buffers)
a. Are able to carefully analyze emerging

trends and adopt only those which have
proven potential.

b. Are able to do a limited number of things
exceptionally well.

c. Are able to respond to trends even though
they may possess only moderate potential
as they arise.

d. Are able to consistently develop new prod-
ucts and new markets.

8. More so than many of our competitors, our
management staff in this business unit tends
to concentrate on: (Administrative—dominant
coalition)
a. Maintaining a secure financial position

through cost and quality control.
b. Analyzing opportunities in the marketplace

and selecting only those opportunities with
proven potential, while protecting a secure
financial position.

c. Activities or business functions which most
need attention given the opportunities or
problems we currently confront.

d. Developing new products and expanding
into new markets or market segments.

9. In contrast to many of our competitors, this
business unit prepares for the future by: (Ad-
ministrative—planning)
a. Identifying the best possible solutions to

those problems or challenges which require
immediate attention.

b. Identifying trends and opportunities in the
marketplace which can result in the cre-
ation of product offerings which are new
to the industry or reach new markets.

c. Identifying those problems which, if sol-
ved, will maintain and then improve our
current product offerings and market posi-
tion.

d. Identifying those trends in the industry
which our competitors have proven pos-
sess long-term potential while also solv-
ing problems related to our current product
offerings and our current customers’ needs.

10. In comparison to our competitors, our orga-
nization structure is: (Administrative—struc-
ture)
a. Functional in nature (i.e., organized by

department—marketing, accounting, per-
sonnel, etc.).

b. Product or market oriented.
c. Primarily functional (departmental) in

nature; however, a product- or market-
oriented structure does exist in newer or
larger product offering areas.

d. Continually changing to enable us to meet
opportunities and solve problems as they
arise.

11. Unlike our competitors, the procedures we use
to evaluate performance are best described as:
a. Decentralized and participatory encourag-

ing many organizational members to be
involved.

b. Heavily oriented toward those reporting
requirements which demand immediate at-
tention.

c. Highly centralized and primarily the re-
sponsibility of senior management.

d. Centralized in more established product
areas and more participatory in new prod-
uct areas.
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II. Strategic capability items

The following is a set of possible business strategic capabilities. Please evaluate how well or poorly
you believe that this selected business unit performs the specific capabilities relative to your three major
competitors. Please use the following response scale: 0 = Much worse than the top three major competitors
in the industry; 10 = Much better than the top three major competitors in the industry.

Much Much
worse better

Marketing capabilities
Knowledge of customers 0 1 2 3 4 5 6 7 8 9 10
Knowledge of competitors 0 1 2 3 4 5 6 7 8 9 10
Integration of marketing activities 0 1 2 3 4 5 6 7 8 9 10
Skill to segment and target markets 0 1 2 3 4 5 6 7 8 9 10
Effectiveness of pricing programs 0 1 2 3 4 5 6 7 8 9 10
Effectiveness of advertising programs 0 1 2 3 4 5 6 7 8 9 10

Market linking capabilities
Market sensing capabilities 0 1 2 3 4 5 6 7 8 9 10
Customer-linking (i.e., creating and managing

durable customer relationships) capabilities
0 1 2 3 4 5 6 7 8 9 10

Capabilities of creating durable relationship with
our suppliers

0 1 2 3 4 5 6 7 8 9 10

Ability to retain customers 0 1 2 3 4 5 6 7 8 9 10
Channel-bonding capabilities (creating durable

relationship with channel members such as
whole sellers, retailers, etc.)

0 1 2 3 4 5 6 7 8 9 10

Relationships with channel members 0 1 2 3 4 5 6 7 8 9 10

Information technology capabilities
Information technology systems for new product

development projects
0 1 2 3 4 5 6 7 8 9 10

Information technology systems for facilitating
cross-functional integration

0 1 2 3 4 5 6 7 8 9 10

Information technology systems for facilitating
technology knowledge creation

0 1 2 3 4 5 6 7 8 9 10

Information technology systems for facilitating
market knowledge creation

0 1 2 3 4 5 6 7 8 9 10

Information technology systems for internal
communication (e.g., across different
departments, across different levels of the
organization, etc.)

0 1 2 3 4 5 6 7 8 9 10

Information technology systems for external
communication (e.g., suppliers, customers,
channel members, etc.)

0 1 2 3 4 5 6 7 8 9 10

Technology capabilities
New product development capabilities 0 1 2 3 4 5 6 7 8 9 10
Manufacturing processes 0 1 2 3 4 5 6 7 8 9 10
Technology development capabilities 0 1 2 3 4 5 6 7 8 9 10
Ability of predicting technological changes in the

industry
0 1 2 3 4 5 6 7 8 9 10

Production facilities 0 1 2 3 4 5 6 7 8 9 10
Quality control skills 0 1 2 3 4 5 6 7 8 9 10

Management capabilities
Integrated logistics systems 0 1 2 3 4 5 6 7 8 9 10
Cost control capabilities 0 1 2 3 4 5 6 7 8 9 10
Financial management skills 0 1 2 3 4 5 6 7 8 9 10
Human resource management capabilities 0 1 2 3 4 5 6 7 8 9 10
Accuracy of profitability and revenue forecasting 0 1 2 3 4 5 6 7 8 9 10
Marketing planning process 0 1 2 3 4 5 6 7 8 9 10
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III. Environmental uncertainty items

In general, how much do you disagree or agree with each of the following statements characterizing the
business environment or conditions in the primary markets your SBU currently serves? Please indicate
the degree to which you agree or disagree with the following statement regarding this selected business
unit (anchors: 0 = strongly disagree/10 = strongly agree)

Strongly Strongly
disagree agree

Market environment
In our kind of business, customers’ product

preferences change quite a bit over time.
0 1 2 3 4 5 6 7 8 9 10

Our customers tend to look for new
products all the time.

0 1 2 3 4 5 6 7 8 9 10

Sometimes our customers are very
price-sensitive, but on other occasions,
price is relatively unimportant.

0 1 2 3 4 5 6 7 8 9 10

New customers tend to have product-related
needs that are different from those of our
existing customers.

0 1 2 3 4 5 6 7 8 9 10

We cater to many of the same customers
that we used to in the past.

0 1 2 3 4 5 6 7 8 9 10

It is very difficult to predict any changes in
this marketplace.

0 1 2 3 4 5 6 7 8 9 10

Technological environment
The technology in our industry is changing

rapidly.
0 1 2 3 4 5 6 7 8 9 10

Technological changes provide big
opportunities in our industry.

0 1 2 3 4 5 6 7 8 9 10

It is very difficult to forecast where the
technology in our industry will be in the
next two to three years.

0 1 2 3 4 5 6 7 8 9 10

A large number of new product ideas have
been made possible through technological
breakthroughs in our industry.

0 1 2 3 4 5 6 7 8 9 10

Technological developments in our industry
are rather minor.

0 1 2 3 4 5 6 7 8 9 10

The technological changes in this industry
are frequent.

0 1 2 3 4 5 6 7 8 9 10

Competitive environment
Competition in our industry is cutthroat. 0 1 2 3 4 5 6 7 8 9 10
There are many ‘promotion wars’ in our

industry.
0 1 2 3 4 5 6 7 8 9 10

Anything that one competitor can offer,
others can match readily.

0 1 2 3 4 5 6 7 8 9 10

Price competition is a hallmark of our
industry.

0 1 2 3 4 5 6 7 8 9 10

One hears of a new competitive move
almost every day.

0 1 2 3 4 5 6 7 8 9 10

Our competitors are relatively weak. 0 1 2 3 4 5 6 7 8 9 10
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IV. Performance measures

PROFIT = gross margin (i.e., total revenue − total variable costs)/total revenue)
ROIPEC = the average return on investment in this business unit over the past 3 years (in %)

Customer retention (CUSRET), sales growth (SALESGR), relative market share (RMS), and return on
assets (ROA) (adapted from Naver and Slater, 1990)

Please rate how well this business unit has performed relative to all other competitors in the principal
served market segment over the past year.

0 1 2 3 4 5 6 7 8 9 10
0% 1–10% 11–20% 21–30% 31–40% 41–50% 51–60% 61–70% 71–80% 81–90% 91–100%

Example: If you believe that your sales growth is greater than that of approximately 45% of all competitors in your
principal served market segment, rate yourself a 5 for the sales growth.

Return on investment (ROI): ; Return on Assets (ROA): ;
Relative market shares (RMS): ; Overall customer retention: (cusret) ;
Major customer retention: (cusret2) ; Sales growth (salesgr): .

Overall performance (adapted from Moorman, 1995)

Please rate the extent to which your business unit has achieved the following outcomes during the last year. (Eleven-point
scale, where 0 = low and 10 = high)

Overall profit margin relative to the objective for this business unit (perf1).
Overall sales relative to the objective for this business unit (perf2)
Overall return on investment relative to the objective for this business unit (perf3)
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